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The identification phase consists of a pre-processing step, using GATE?, - ‘ Janndl rules Jio e The end-to-end task aimed to test the entire pipeline by using the

followed by a rule-based pipeline. For the normalisation phase we have R events and temporal expressions predicted, instead of the gold

developed Clinical NorMA, an open-source dictionary-driven rule-based standard.
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Normalisation settings have been kept constant through the different U 5\ e ' ; . . .

‘UNS. e —— ' e Run 1 maximises the recall by using temporal expressions and
events predicting with the recall-optimised runs (second runs
respectively) along with temporal relations generated from
steps a, b, c,dand fin Task 3

P R F P R F Type  Value Modifier P R F P R F Type  Value Modifier e Run?2 maximised the F-measure by using the first runs of tasks
Run1 83.79 8137 8256 9161 89.05 90.31 8137 6840 8067 Runl 7803 7841 7822 8923 89.62 89.42 76.47*% 39.95% 79.89* 1 and 2 along with the same previous temporal relations settings
Run 2 7681 83.00 7978 86.04 9317 8946 84.86 7205 8393 Run2 7703 7962 7830 8868 9L54 90.08 8473 7044 8275 ® Run 3 aims at maximise the precision.
Run 3 8258 8222 8240 9059 90.30 90.44 8238 6925 8168 Run3 79.85 77.09 7845 90.38 8725 8879 6549% 39.89% 77.80%
training set - micro-averaged results test set - micro-averaged results; * technical glitch Temporal expressions
P R P&R F Type Value Modifier
85.93 86.21 86.07 86.07 80.71 67.42 79.01
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The event recognition task relies on a hybrid architecture (rules and ma- CLNICAL \ /4 Ciinical Departments : integration Events

chine learning). The pre-processing module uses cTAKES4. For each B e — \_/ 88.15 s4.17 86.11 86.11 LIS LIS 80.43

type of event, a CRF3-based component has been trained, whereas the g I .
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recognition of clinical departments has been tackled using a dictionary- . S R S

based component trained on i2b2 2010° and 2012 training sets. > CRFs-Treatments | RN P R P&R F

Runs differ for the clinical department predictions: _ INgue—— F",CRFS'OCC“”‘*”CQSAH" 32.81 36.32 34.10 34.48

e Run 1 uses the dictionary-based component for clinical departments (o | - test set - micro-averaged results
_ o I —>\ CRFs - Problems }— S
e Run 2 uses the union of both the components for clinical depart- (e || 4 Kt
meﬂtS —>\ CRFs - Clinical departments }—
P R F P R F Polarity = Modality P R F P R F Polarity  Modality TaSk 1 Temporal eXpreSSionS
Run 1 8254 7471 7843 8995 8142 8547 7522 7842 Runl 82.05 7705 7971 89.64 8466 8708 7881  80.08 L
\ 4

Run 2 8256 7468 7842 89.96 8139 8546 7519 7839  Run2 8174  78.05 79.85 8935 8532 8729 7945 8153 I

training set - micro-averaged results test set - micro-averaged results standard deviation
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Recognition of temporal links is divided into two steps:

. . . . T I Task 3: Temporal relations
e identify pairs of entities (events and temporal expressions) to be -~
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The temporal links are generated over every pairot: | - l """"""" | Pettons || S S
a) events in the same sentence; EXPRESSIONS ( emporal Inie )_’} moorat e e 9_. HS
b) events and temporal expressions in the same sentence; U e S u Task 4: End-to-end .
c) events sharing a common MetaMap! concept; j i e oredicio :
d) events referring to the same temporal expression; S— — —
e) events connected with a cTAKES4 co-reference relation: [ signals )_"’ feature extraction  |—| CRFs-Temporallinks  j——> 0

f) events and appropriate section date (admission or discharge). S

e categorise them in one of After, Before and Overlap. [1] Aronson, A. R. Effective mapping of biomedical text to the UMLS metathesaurus: the Meta-

C ted - Map program. Proceedings / AMIA ... Annual Symposium. AMIA Symposium (2001), 17-21.
orrected ;) [2] Cunningham, H., Maynard, D., Bontcheva, K., and Tablan, V. Gate: A framework and graphical
P R F P R F

The rule-based component uses lexical collocations and temporal sig-

nals to predict the link type whereas the ML one uses CRFs3 development environment for robust NLP tools and applications. In Proceedings of the 40th An-

niversary Meeting of the Association for Computational Linguistics (ACL'02) (2002).

Y - - : . [3] Lafferty, J. D., McCallum, A., and Pereira, F. C. N. Conditional random fields: Probabilistic

e Run 1 uses recall-optimised rules and the machine learning predictor  Runl 77.06 25.02* 37.98* 37.84 55.42 44,57 models for segmenting and labelling sequence data. In ICML (2001), pp. 282-289.
.. L . . . « « [4] Savova, G. K., Masanz, J. J., Ogren, P. V., Zheng, J., Sohn, S., Schuler, K. K., and Chute, C. G.
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evaluation and applications. JAMIA 17, 5 (2010), 50/-513.
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(stepa, b,candf) Run 3 80.54* 24.06* 37.05* 38.06 54.78 44.91

® Run 3 maximises the F-measure using recall-optimised rules and
machine learning predictor.
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test set - micro-averaged results; * partial results




