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ANOVA (analysis of variance)

Source: Experimentation in Software Engineering, Springer, 2012
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ANOVA in MATLAB
■ The modules sizes in three different programs 

have been measured. 

■ P = {221, 159, 191, 194, 156, 238, 220, 197, 197, 194, 200, 198} 

■ Q = {173, 171, 168, 286, 206, 140, 226, 248, 189, 208, 213, 205} 

■ R = {234, 188, 181, 207, 266, 153, 190, 195, 181, 238, 191, 260}
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> P = [221 159 191 194 156 238 220 197 197 194 200 198].’;
> Q = [173 171 168 286 206 140 226 248 189 208 213 205].’;
> R = [234 188 181 207 266 153 190 195 181 238 191 260].’;
> [p, TABLE] = anova2([P Q R])  

   p = 0.7730 0.5692  
   TABLE = 'Source'     'SS'            'df'    'MS'            'F'         'Prob>F'  
           'Columns'    [  594.0556]    [ 2]    [  297.0278]    [0.2604]    [0.7730]  
           'Rows'       [1.1077e+04]    [11]    [1.0070e+03]    [0.8830]    [0.5692]  
           'Error'      [2.5090e+04]    [22]    [1.1405e+03]          []          []  
           'Total'      [3.6761e+04]    [35]              []          []          []
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Kruskal-Wallis test

Source: Experimentation in Software Engineering, Springer, 2012
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Kruskal-Wallis in MATLAB
■ The modules sizes in three different programs 

have been measured. 

■ P = {221, 159, 191, 194, 156, 238, 220, 197, 197, 194, 200, 198} 

■ Q = {173, 171, 168, 286, 206, 140, 226, 248, 189, 208, 213, 205} 

■ R = {234, 188, 181, 207, 266, 153, 190, 195, 181, 238, 191, 260}
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> P = [221 159 191 194 156 238 220 197 197 194 200 198].’;
> Q = [173 171 168 286 206 140 226 248 189 208 213 205].’;
> R = [234 188 181 207 266 153 190 195 181 238 191 260].’;
> [p, TABLE] = kruskalwallis([P Q R])  

   p = 0.9792  
   TABLE = 'Source'     'SS'            'df'    'MS'            'F'         'Prob>F'  
           'Columns'    [    4.6667]    [ 2]    [    2.3333]    [0.0421]    [0.9792]  
           'Error'      [3.8778e+03]    [33]    [  117.5101]          []          []  
           'Total'      [3.8825e+03]    [35]              []          []          []
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pairwise analysis

■ comparing treatments in pairs 

to judge which pair is 

statistically significantly 

different
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pairwise analysis
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Note: Indicate what test has been used for the pairwise assessment.

pairwise analysis

9

treatments

1 2 3 4 5 6 7 8 …

1 - p-value p-value p-value p-value p-value p-value p-value p-value

2 - - p-value p-value p-value* p-value p-value p-value* p-value

3 - - - p-value p-value p-value p-value p-value p-value

4 - - - - p-value* p-value p-value* p-value p-value

5 - - - - - p-value p-value p-value p-value

6 - - - - - - p-value p-value p-value

7 - - - - - - - p-value p-value

8 - - - - - - - - p-value

… - - - - - - - - -

tr
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ts
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parametric non-parametric

2 
treatments

2+ 
treatments

2 
treatments

2+ 
treatments

independent dependent independent dependent

T-test 
F-test

Paired T-test

ANOVA

Mann-Whitney 
test

Wilcoxon test 
Sign test

Kruscal-Wallis 
Chi-2

HYPOTHESIS TESTS
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Note: Sometimes (the else branch) is a very nice thing to show!

drawing conclusions
■ if we can reject H0 

■ given that the experiment is valid 

■ influence of the independent vars. on the 

dependent ones 

■ can we generalise it? 

■ else 

■ we have shown that there is no statistical 

difference between treatments
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Note: This is just a joke.

joke: p-value
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low p-value <> happiness

■ We show that method X is statistically 

significantly 2% more cost effective than method 

Y. 

■ Is changing from method X to method Y still cost 

effective?
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Note: This is just a joke.

joke: p-value
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high p-value <> sadness

■ non-statistically-significant results may still be of 

practical importance 

■ the experiment may not be well designed 

■ the samples may be too few

15
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Source: Experimentation in Software Engineering, Springer, 2012
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different audiences

■ conference paper 

■ journal paper 

■ report for decision-makers 

■ package for replication of the experiment 

■ educational material
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structured abstract

■ background or context 

■ objectives or aims 

■ method 

■ results 

■ conclusions
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motivation

■ set the scope 

■ define the objectives 

■ primarily reports the outcome of the scoping 

phase 

■ statement (why?)
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related work

■ provides the picture 

■ how this experiment is related to the previous 

work? 

■ not necessarily need a systematic literature review 

■ although extremely beneficial!
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experimental design

■ outcome of the planning phase 

■ detailed description of the hypotheses 
(null and alternative) 

■ experimental design (type, variables, tools) 

■ data gathering technique[s] 

■ characterisation of the subjects 

■ threats to validity (all the 4 types)
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execution

■ how the operation is prepared 

■ description that will ease the replication 

■ validation procedures used on the data 

■ outliers? how many? why? what? when?
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analysis

■ graphs 

■ sample sizes 

■ independent vs. dependent 

■ parametric vs. non-parametric 

■ hypothesis testing choice 

■ assumptions 

■ confidence levels
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interpretation

■ hypothesis testing outcome 

■ reject of accept H0? 

■ interpretation 

■ practical importance vs. statistical significance 

■ so what?
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conclusions and further work

■ summary of findings 

■ possible limitations 

■ limits of the generalisability (write them!) 

■ relate to the work reported in the “related works” 

■ similarities, differences 

■ references to the resources for replication 

■ “To aid replicability of this work, the source code, 

the B and the C are available at [URL]”
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appendices

■ collected data 

■ technical details about the execution 

■ more info about subjects and objects 

■ links to resources 

■ GitHub, BitBucket … 

■ screenshots of tools 

■ online DEMO
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sources: science

■ The art of scientific investigation,  

Beveridge, Blackburn press, 1957 

■ Bad Science,  
Goldrace, Fourth Estate, 2009
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sources: experimentation

■ Experimentation in software 

engineering, 
Wohlin et al. , Springer, 2012 
(Chap. 7-11) 

■ Introduction to Machine Learning, 
Alpaydin, MIT press, 2004 (Chap. 19)
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sources: visualisation

■ Visualize this, 
Yau, John Wiley & Sons, 2011
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Note: They brilliantly and passionately taught me 75% of what I’ve covered in this course. ♥

sources: people
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■ Giuseppe Visaggio 
SERlab, University of Bari, Italy 
 

■ Danilo Caivano 
SERlab, University of Bari, Italy 
 

■ Teresa Baldassarre 
SERlab, University of Bari, Italy
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thanks ;)


